Supplementary Material

A Sample splitting

Our procedure described in Sections 3.2 and 3.3 consists of two parts, the calibration of a factor model (i.e. estimating $\mathbf{B}$ in equation (1)) and multiple inference. The construction of the test statistics, or equivalently, the $P$-values, relies on a “fine” estimate of $\hat{f}$ based on the linear model in (25). In practice, $b_j$’s are replaced by the fitted loadings $\hat{b}_j$’s using the methods in Section 3.2.

To avoid mathematical challenges caused by the reuse of the sample, we resort to the simple idea of sample splitting (Hartigan, 1969; Cox, 1975): half the data are used for calibrating a factor model and the other half are used for multiple inference. We refer to Rinaldo et al. (2016) for a modern look at inference based on sample splitting. Specifically, the steps are summarized below.

(1) Split the data $\mathcal{X} = \{X_1, \ldots, X_n\}$ into two halves $\mathcal{X}_1$ and $\mathcal{X}_2$. For simplicity, we assume that the data are divided into two groups of equal size $m = n/2$.

(2) We use $\mathcal{X}_1$ to estimate $b_1, \ldots, b_p$ using either the $U$-type method (Section 3.2.1) or the adaptive Huber method (Section 3.2.2). For simplicity, we focus on the latter and denote the estimators by $\hat{b}_1(\mathcal{X}_1), \ldots, \hat{b}_p(\mathcal{X}_1)$.

(3) Proceed with the remain steps in the FarmTest procedure using the data in $\mathcal{X}_2$. Denote the resulting test statistics by $T_1, \ldots, T_p$. For a given threshold $z \geq 0$, the corresponding FDP and its asymptotic expression are defined as

$$
\text{FDP}_{sp}(z) = \frac{V(z)}{R(z)} \quad \text{and} \quad \text{AFDP}_{sp}(z) = \frac{2p\Phi(-z)}{R(z)},
$$

respectively, where $V(z) = \sum_{j \in H_0} I(|T_j| \geq z)$, $R(z) = \sum_{1 \leq j \leq p} I(|T_j| \geq z)$ and the subscript “sp” stands for sample splitting.

The purpose of sample splitting employed in the above procedure is to facilitate the theoretical analysis. The following result shows that the asymptotic FDP $\text{AFDP}_{sp}(z)$, constructed via sample splitting, provides a consistent estimate of $\text{FDP}(z)$.
Theorem A.1. Suppose that Assumptions 1 (i)–(iv), Assumptions 2–4 hold. Let \( \tau_j = a_j \omega_{n,p} \), \( \tau_{jj} = a_{jj} \omega_{n,p} \) with \( a_j \geq \sigma_{jj}^{1/2} \), \( a_{jj} \geq \text{var}(X_j^2)^{1/2} \) for \( j = 1, \ldots, p \), and let \( \gamma = \gamma_0 \{ p/ \log(np) \}^{1/2} \) with \( \gamma_0 \geq \sigma_\varepsilon \). Then, for any \( z \geq 0 \), \( |\text{AFDP}_{sp}(z) - \text{FDP}_{sp}(z)| = o(1) \) as \( n, p \to \infty \).

B Derivation of (6)

For any \( t \) and \( a_j \geq \sigma_{jj}^{1/2} \), Lemma C.3 in Section C.1 shows that, conditionally on \( f_i \)'s, the rescaled robust estimator \( \sqrt{n} \hat{\mu}_j \) with \( \tau_j = a_j(n/t)^{1/2} \) satisfies

\[
\sqrt{n}(\hat{\mu}_j - \mu_j - b_j^T f) = \left\{ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \ell'_{\tau_j}(b_j^T f_i + \varepsilon_{ij}) - \sqrt{n} b_j^T f \right\} + R_{1j},
\]

where the remainder \( R_{1j} \) satisfies \( \mathbb{P}(|R_{1j}| \leq a_j n^{-1/2} t) \geq 1 - 3e^{-t} \). The stochastic term \( n^{-1/2} \sum_{i=1}^{n} \ell'_{\tau_j}(b_j^T f_i + \varepsilon_{ij}) - \sqrt{n} b_j^T f \) in (6) can be decomposed as

\[
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \ell'_{\tau_j}(b_j^T f_i + \varepsilon_{ij}) - \sqrt{n} b_j^T f = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left\{ \ell'_{\tau_j}(b_j^T f_i + \varepsilon_{ij}) - \mathbb{E}_{f_i} \ell'_{\tau_j}(b_j^T f_i + \varepsilon_{ij}) \right\}
\]

\[
+ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left\{ \mathbb{E}_{f_i} \ell'_{\tau_j}(b_j^T f_i + \varepsilon_{ij}) - b_j^T f_i \right\},
\]

where \( f = n^{-1} \sum_{i=1}^{n} f_i \) and \( \mathbb{E}_{f_i}(\cdot) = \mathbb{E}(\cdot | f_i) \) denotes the conditional expectation given \( f_i \).

Under the finite fourth moment condition \( \nu_j := (\mathbb{E} \varepsilon_j^4)^{1/4} < \infty \), it follows from Lemma C.4 that as long as \( n \geq 4a_j^{-2} \max_{1 \leq i \leq n}(b_j^T f_i)^2 t \),

\[
|R_{2j}| \leq 8a_j^{-3} \nu_j^4 n^{-1} t^{3/2}.
\]

Given \( \{ f_i \}_{i=1}^{n} \), \( S_j \) in (B.2) is a sum of (conditionally) independent random variables with (conditional) mean zero. In addition, we note from (C.4) in Lemma C.4 that the (conditional) variance of \( \ell'_{\tau_j}(b_j^T f_i + \varepsilon_{ij}) \) given \( f_i \) satisfies \( \text{var}_{f_i} \{ \ell'_{\tau_j}(b_j^T f_i + \varepsilon_{ij}) \} - \sigma_{\varepsilon,jj} \leq n^{-1} t \).

Therefore, by the central limit theorem, the conditional distribution of \( S_j \) given \( \{ f_i \}_{i=1}^{n} \) is asymptotically normal with mean zero and variance \( \sigma_{\varepsilon,jj} \) as long as \( t = t(n, p) = o(n) \).
This, together with (B.3) implies that, conditioning on \( \{f_i\}_{i=1}^n \), the distribution of \( \sqrt{n}\hat{\mu}_j \) is close to a normal distribution with mean \( \sqrt{n}(\mu_j + b_j^T\bar{f}) \) and variance \( \sigma_{\varepsilon,jj} \). Under the identifiability condition (2), \( \sigma_{\varepsilon,jj} = \sigma_{jj} - \|b_j\|^2 \) for \( j = 1, \ldots, p \). We complete the proof.

C Proofs of main results

In this section, we present the proofs for Theorems 1–5 and Theorem A.1, starting with some preliminary results whose proofs can be found in Section D. Recall that

\[
w_{n,p} = \sqrt{\frac{n}{\log(np)}},
\]

which will be frequently used in the sequel. Also, we use \( c_1, c_2, \ldots \) and \( C_1, C_2, \ldots \) to denote constants that are independent of \( (n,p) \), which may take different values at each occurrence.

C.1 Preliminaries

For each \( 1 \leq j \leq p \), define the zero-mean error variable \( \xi_j = X_j - \mu_j \) and let \( \mu_{j,\tau} = \arg\min_{\theta \in \mathbb{R}} \mathbb{E}\ell_\tau(X_j - \theta) \) be the approximate mean, where \( \ell_\tau(\cdot) \) is the Huber loss given in (5). Throughout, we use \( \psi_\tau \) to denote the derivative of \( \ell_\tau \), that is,

\[
\psi_\tau(u) = \ell_\tau'(u) = \min(|u|, \tau) \text{ sign}(u), \quad u \in \mathbb{R}.
\]

Lemma C.1 provides an upper bound on the approximation bias \(|\mu_j - \mu_{j,\tau}|\), whose proof is given in Section D.3.

**Lemma C.1.** Let \( 1 \leq j \leq p \) and assume that \( \nu_{\kappa,j} = \mathbb{E}(|\xi_j|^\kappa) < \infty \) for some \( \kappa \geq 2 \). Then, as long as \( \tau > \sigma_{jj}^{1/2} \), we have

\[
|\mu_{j,\tau} - \mu_j| \leq (1 - \sigma_{jj}^{-2})^{-1}\nu_{\kappa,j}\tau^{1-\kappa}.
\] (C.1)

The following concentration inequality is from Theorem 5 in Fan et al. (2017), showing that \( \hat{\mu}_j \) with a properly chosen robustification parameter \( \tau \) exhibits sub-Gaussian tails when the underlying distribution has heavy tails with only finite second moment.
Lemma C.2. For every $1 \leq j \leq p$ and $t > 0$, the estimator $\hat{\mu}_j$ in (5) with $\tau = a(n/t)^{1/2}$ for $a \geq \sigma_{jj}^{1/2}$ satisfies $\Pr\{|\hat{\mu}_j - \mu_j| \geq 4a(t/n)^{1/2}\} \leq 2e^{-t}$ as long as $n \geq 8t$.

The next result provides a nonasymptotic Bahadur representation for $\hat{\mu}_j$. In particular, we show that when the second moment is finite, the remainder of the Bahadur representation for $\hat{\mu}_j$ exhibits sub-exponential tails. The proof of Lemmas C.3–C.6 can be found respectively in Sections D.4–D.7.

Lemma C.3. For every $1 \leq j \leq p$ and for any $t \geq 1$, the estimator $\hat{\mu}_j$ in (5) with $\tau = a(n/t)^{1/2}$ and $a \geq \sigma_{jj}^{1/2}$ satisfies that as long as $n \geq 8t$,

$$\left|\sqrt{n}(\hat{\mu}_j - \mu_j) - \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \psi_{\tau}(\xi_{ij})\right| \leq C \sqrt{\frac{a t}{\sqrt{n}}} \tag{C.2}$$

with probability greater than $1 - 3e^{-t}$, where $\xi_{ij} = X_{ij} - \mu_j$ and $C > 0$ is an absolute constant.

Under factor model (1), note that $\xi_j = b_j^T f + \varepsilon_j$ for every $j$. The following conclusion reveals that the differences between the first two (conditional) moments of $\xi_j$ and $\psi_{\tau}(\xi_j)$ given $f$ vanish faster if higher moments of $\varepsilon_j$ exist.

Lemma C.4. Assume that $\mathbb{E}(|\varepsilon_j|^\kappa) < \infty$ for some $1 \leq j \leq p$ and $\kappa \geq 2$.

1. On the event $G_j := \{|b_j^T f| < \tau\}$,

$$|\mathbb{E}_f \psi_{\tau}(\xi_j) - b_j^T f| \leq \min \left\{ \frac{\sigma_{\varepsilon,jj}}{\tau - |b_j^T f| \kappa - 2}, \frac{\mathbb{E}(|\varepsilon_j|^\kappa)}{\tau - |b_j^T f| \kappa - 2} \right\} \tag{C.3}$$

almost surely. In addition, if $\kappa > 2$, we have

$$\sigma_{\varepsilon,jj} - \frac{\mathbb{E}(|\varepsilon_j|^\kappa)}{\tau - |b_j^T f| \kappa - 2} \left\{ \frac{2}{\kappa - 2} + \frac{\mathbb{E}(|\varepsilon_j|^\kappa)}{\tau - |b_j^T f| \kappa - 2} \right\} \leq \text{var}_f \{\psi_{\tau}(\xi_j)\} \leq \sigma_{\varepsilon,jj} \tag{C.4}$$

almost surely on $G_j$.

2. Assume that $v_{jk} := \mathbb{E}(|\varepsilon_j|^\kappa) \vee \mathbb{E}(|\varepsilon_k|^\kappa) < \infty$ for some $1 \leq j \neq k \leq p$ and $\kappa > 2$. Then

$$|\text{cov}_f(\psi_{\tau}(\xi_j), \psi_{\tau}(\xi_k)) - \text{cov}(\varepsilon_j, \varepsilon_k)| \leq C \max(v_{jk} \tau^{2-\kappa}, v_{jk}^2 \tau^{2-2\kappa}) \tag{C.5}$$
almost surely on \( G_{jk} := \{ |\mathbf{b}_{j}^T \mathbf{f}| \vee |\mathbf{b}_{k}^T \mathbf{f}| \leq \tau/2 \} \), where \( C > 0 \) is an absolute constant.

**Lemma C.5.** Suppose that Assumption 1 holds. Then, for any \( t > 0 \),

\[
\mathbb{P}\{\|\sqrt{n} \mathbf{f}\|_2 > C_1 A_f (K + t)^{1/2}\} \leq e^{-t},
\]

(C.6)

\[
\mathbb{P}\left\{ \max_{1 \leq i \leq n} \| \mathbf{f}_i \|_2 > C_1 A_f (K + \log n + t)^{1/2}\right\} \leq e^{-t},
\]

(C.7)

and

\[
\mathbb{P}\{\|\hat{\Sigma}_f - \mathbf{I}_K\|_2 > C_2 \max\{A_f^2 n^{-1/2}(K + t)^{1/2}, A_f^4 n^{-1}(K + t)\}\} \leq 2e^{-t},
\]

(C.8)

where \( \bar{\mathbf{f}} = n^{-1} \sum_{i=1}^{n} \mathbf{f}_i \), \( \hat{\Sigma}_f = n^{-1} \sum_{i=1}^{n} \mathbf{f}_i \mathbf{f}_i^T \) and \( C_1, C_2 > 0 \) are absolute constants.

The following lemma provides an \( \ell_\infty \)-error bound for estimating the eigenvectors \( \mathbf{v}_\ell \)’s of \( \mathbf{B}^T \mathbf{B} \). The proof is based on an \( \ell_\infty \) eigenvector perturbation bound developed in Fan et al. (2018) and is given in Appendix D.

**Lemma C.6.** Suppose Assumption 2 holds. Then we have

\[
\max_{1 \leq \ell \leq K} |\hat{\lambda}_\ell - \lambda_\ell| \leq p\|\hat{\Sigma}_H - \Sigma\|_{\text{max}} + \|\Sigma_{\varepsilon}\|,
\]

(C.9)

and

\[
\max_{1 \leq \ell \leq K} \|\hat{\mathbf{v}}_\ell - \mathbf{v}_\ell\|_\infty \leq C(p^{-1/2}\|\hat{\Sigma}_H - \Sigma\|_{\text{max}} + p^{-1}\|\Sigma_{\varepsilon}\|),
\]

(C.10)

where \( C > 0 \) is a constant independent of \((n, p)\).

**C.2 Proof of Theorem 1**

To prove (15) and (16), we will derive the following stronger results that

\[
p_0^{-1} V(z) = 2\Phi(-z) + O_p\{p^{-\kappa_1/2} + w_{n,p}^{-1/2} + n^{-1/2} \log(np)\}
\]

(C.11)

and

\[
p^{-1} R(z) = \frac{1}{p} \sum_{j=1}^{p} \left\{ \Phi\left(-z + \frac{\sqrt{n} \mu_j}{\sqrt{\sigma_{\varepsilon,jj}}} \right) + \Phi\left(-z - \frac{\sqrt{n} \mu_j}{\sqrt{\sigma_{\varepsilon,jj}}} \right) \right\} + O_p\{p^{-\kappa_1/2} + w_{n,p}^{-1/2} + n^{-1/2} \log(np)\}
\]

(C.12)

uniformly over \( z \geq 0 \) as \( n, p \to \infty \), where \( w_{n,p} = \sqrt{n/\log(np)} \).

For \( 1 \leq j \leq p \) and \( t \geq 1 \), set \( \tau_j = a_j \sqrt{n/t} \) with \( a_j \geq \sigma_{jj}^{1/2} \). By Lemma C.3, for every
\[ j \in H_0 \text{ so that } \mu_j = 0, \]

\[ |T_j^0 - \sigma_{\varepsilon,jj}^{-1/2}(S_j + R_{2j})| \leq c_1 \frac{a_j t}{\sqrt{\sigma_{\varepsilon,jj} t}} \tag{C.13} \]

with probability greater than \( 1 - 3e^{-t} \) as long as \( n \geq 8t \), where

\[ S_j = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} S_{ij} \quad \text{with} \quad S_{ij} := \psi_{\tau_j}(b_j^T f_i + \varepsilon_{ij}) - \mathbb{E}_{f_i} \psi_{\tau_j}(b_j^T f_i + \varepsilon_{ij}), \tag{C.14} \]

\[ R_{2j} = n^{-1/2} \sum_{i=1}^{n} \{ \mathbb{E}_{f_i} \psi_{\tau_j}(b_j^T f_i + \varepsilon_{ij}) - b_j^T f_i \}. \]

For \( j = 1, \ldots, p \), denote by \( \mathcal{E}_{1j}(t) \) the event that \((C.13)\) holds. Define \( \mathcal{E}_1(t) = \bigcap_{j=1}^{p} \mathcal{E}_{1j}(t) \), on which it holds

\[ \sum_{j \in H_0} I \left( |T_{0j}| \geq z + \frac{c_1 a_j t}{\sqrt{\sigma_{\varepsilon,jj} t}} \right) \leq V(z) \leq \sum_{j \in H_0} I \left( |T_{0j}| \geq z - \frac{c_1 a_j t}{\sqrt{\sigma_{\varepsilon,jj} t}} \right), \tag{C.15} \]

where \( T_{0j} := \sigma_{\varepsilon,jj}^{-1/2}(S_j + R_{2j}) \). Next, let \( \mathcal{E}_2(t) \) denote the event on which the following hold:

\[ \| \sqrt{n} \tilde{f} \|_2 \leq C_1 A_f(K + t)^{1/2}, \quad \max_{1 \leq i \leq n} \| f_i \|_2 \leq C_1 A_f(K + \log n + t)^{1/2}, \]

and

\[ \| \hat{\Sigma}_f - I_K \|_2 \leq C_2 \max \{ A_f^2 n^{-1/2}(K + t)^{1/2}, A_f^4 n^{-1}(K + t) \}. \]

From Lemmas C.3, C.5 and the union bound, it follows that

\[ \mathbb{P}\{ \mathcal{E}_1(t)^c \} \leq pe^{-t} \quad \text{and} \quad \mathbb{P}\{ \mathcal{E}_2(t)^c \} \leq 4e^{-t}. \]

With the above preparations, we are ready to prove \((C.11)\). The proof of \((C.12)\) follows the same argument and therefore is omitted. Note that, on the event \( \mathcal{E}_2(t) \),

\[ \max_{1 \leq i \leq n} |b_j^T f_i| \leq C_1 A_f \| b_j \|_2 (K + \log n + t)^{1/2} \quad \text{for all } 1 \leq j \leq p. \]

By the definition of \( \tau_j \)'s,

\[ \max_{1 \leq i \leq n} |b_j^T f_i| \leq \tau_j/2 \quad \text{for all } j = 1, \ldots, p, \tag{C.16} \]

as long as \( n \geq 4(C_1 A_f)^2(K + \log n + t)t \). This, together with Lemma C.5, implies \( |R_{2j}| \leq \)
$8a^{-3}v_j^2 n^{-1} t^{3/2}$ almost surely on $E_2(t)$ for all sufficiently large $n$. Moreover, taking (C.15) into account we obtain that, almost surely on the event $E_1(t) \cap E_2(t)$,

$$
\sum_{j \in H_0} I(|\sigma_{\varepsilon,jj}^{-1/2} S_j| \geq z + c_2 n^{-1/2} t) \leq V(z) \leq \sum_{j \in H_0} I(|\sigma_{\varepsilon,jj}^{-1/2} S_j| \geq z - c_2 n^{-1/2} t)
$$

(C.17)
as long as $n \gtrsim (K + t) t$. For $x \in \mathbb{R}$, define

$$
\tilde{V}_+(x) = \sum_{j \in H_0} I(\sigma_{\varepsilon,jj}^{-1/2} S_j \geq x) \quad \text{and} \quad \tilde{V}_-(x) = \sum_{j \in H_0} I(\sigma_{\varepsilon,jj}^{-1/2} S_j \leq -x),
$$

so that (C.17) can be written as

$$
p_0^{-1} \{ \tilde{V}_+(z + c_2 n^{-1/2} t) + \tilde{V}_-(z + c_2 n^{-1/2} t) \} 
\leq p_0^{-1} V(z) \leq p_0^{-1} \{ \tilde{V}_+(z - c_2 n^{-1/2} t) + \tilde{V}_-(z - c_2 n^{-1/2} t) \}.
$$

(C.18)
Therefore, to prove (C.11) it suffices to focus on $\tilde{V}_+$ and $\tilde{V}_-$. Observe that, conditional on $F_n := \{f_1, \ldots, f_n\}$, $I(\sigma_{\varepsilon,11}^{-1/2} S_1 \geq z), \ldots, I(\sigma_{\varepsilon,pp}^{-1/2} S_p \geq z)$ are weakly correlated random variables. Define

$$
Y_j = I(\sigma_{\varepsilon,jj}^{-1/2} S_j \geq z) \quad \text{and} \quad P_j = P(\sigma_{\varepsilon,jj}^{-1/2} S_j \geq z | F_n)
$$

for $j = 1, \ldots, p$, and note that

$$
\text{var} \left( \frac{1}{p_0} \sum_{j \in H_0} Y_j | F_n \right) = \frac{1}{p_0^2} \sum_{j \in H_0} \text{var}(Y_j | F_n) + \frac{1}{p_0^2} \sum_{j,k \in H_0: j \neq k} \text{cov}(Y_j, Y_k | F_n) 
\leq \frac{1}{4p_0} + \frac{1}{p_0^2} \sum_{j,k \in H_0: j \neq k} \{ \mathbb{E}(Y_j Y_k | F_n) - P_j P_k \}
$$

(C.19)
almost surely. In the following, we will study $P_j$ and $\mathbb{E}(Y_j Y_k | F_n)$ separately, starting with the former. Conditional on $F_n$, $S_j$ is a sum of independent zero-mean random variables with conditional variance $s_j^2 := \text{var}(S_j | F_n) = n^{-1} \sum_{i=1}^n s_{ij}^2$ where $s_{ij}^2 := \text{var}(S_{ij} | F_n)$. Let $G \sim \mathcal{N}(0, 1)$ be a standard normal random variable independent of the data. By the
Berry-Esseen inequality,

\[
\sup_{x \in \mathbb{R}} |\mathbb{P}(\sigma_{\varepsilon, jj}^{-1/2} S_j \leq x | \mathcal{F}_n) - \mathbb{P}(s_j \sigma_{\varepsilon, jj}^{-1/2} G \leq x | \mathcal{F}_n)| \leq \frac{1}{(n \sigma_{\varepsilon, jj})^{3/2}} \sum_{i=1}^{n} \mathbb{E}(f_i) |\psi(f_i | \varepsilon_{ij})|^3 \leq \frac{1}{(n \sigma_{\varepsilon, jj})^{3/2}} \sum_{i=1}^{n} (|b_j^T f_i| + \mathbb{E} |\varepsilon_{ij}|^3) \tag{C.20}
\]

almost surely, where conditional on $\mathcal{F}_n$, $s_j \sigma_{\varepsilon, jj}^{-1/2} G \sim N(0, s_j^2 \sigma_{\varepsilon, jj}^{-1})$. Since $\max_{1 \leq i \leq n} |b_j^T f_i| \leq \tau_j/2$ for all $1 \leq j \leq p$ on $\mathcal{E}_2(t)$, applying Lemma C.4 with $\kappa = 4$ yields

\[
\sigma_{\varepsilon, jj} - 4a_j^{-2} v_j^4 (1 + 16a_j^{-4} v_j^4 n^{-2} t^2) n^{-1} t \leq s_j^2 \leq \sigma_{\varepsilon, jj} \tag{C.21}
\]

almost surely on the event $\mathcal{E}_2(t)$. Using (C.21) and Lemma A.7 in the supplement of Spokoiny and Zhilova (2015), we get

\[
\sup_{x \in \mathbb{R}} |\mathbb{P}(s_j \sigma_{\varepsilon, jj}^{-1/2} G \leq x | \mathcal{F}_n) - \Phi(x)| \lesssim a_j^{-2} v_j^4 n^{-1} t \tag{C.22}
\]

almost surely on $\mathcal{E}_2(t)$ as long as $n \gtrsim (K + t) t$. Putting (C.20) and (C.22) together we conclude that, almost surely on $\mathcal{E}_2(t)$,

\[
\max_{1 \leq j \leq p} |P_j - \Phi(-z)| \lesssim n^{-1/2} (K + \log n + t)^{1/2} \tag{C.23}
\]

uniformly for all $z \geq 0$ as long as $n \gtrsim (K + t) t$.

Next we consider the joint probability $\mathbb{E}(Y_j Y_k | \mathcal{F}_n) = \mathbb{P}(\sigma_{\varepsilon, jj}^{-1/2} S_j \geq z, \sigma_{\varepsilon, kk}^{-1/2} S_k \geq z | \mathcal{F}_n)$ for a fixed pair $(j, k)$ satisfying $1 \leq j \neq k \leq p$. Define bivariate random vectors $\xi_i = (s_j^{-1} S_{ij}, s_k^{-1} S_{ik})^T$ for $i = 1, \ldots, n$. Observe that $\xi_1, \ldots, \xi_n$ are conditionally independent random vectors given $\mathcal{F}_n$. Denote by $A = (a_{uv})_{1 \leq u, v \leq 2}$ the covariance matrix of $n^{-1/2} \sum_{i=1}^{n} \xi_i = (s_j^{-1} S_j, s_k^{-1} S_k)^T$ given $\mathcal{F}_n$ such that

\[
a_{11} = a_{22} = 1 \quad \text{and} \quad a_{12} = a_{21} = \frac{1}{n s_j s_k} \sum_{i=1}^{n} \text{cov}(S_{ij}, S_{ik}).
\]

By Lemma C.4 and (C.21), we have $|a_{12} - r_{\varepsilon, jk}| \lesssim n^{-1} t$ almost surely on $\mathcal{E}_2(t)$. Therefore, the matrix $A$ is positive definite almost surely on $\mathcal{E}_2(t)$ whenever $n \gtrsim t$. Let $G = (G_1, G_2)^T$
be a Gaussian random vector with $\mathbb{E}(G) = 0$ and $\text{cov}(G) = A$. Then, applying Theorem 1.1 in Bentkus (2005), a multivariate Berry-Esseen bound, to $n^{-1/2} \sum_{i=1}^{n} \xi_i$ gives

$$\sup_{x,y \in \mathbb{R}} |\mathbb{P}(s_j^{-1}S_j \geq x, s_k^{-1}S_k \geq y | \mathcal{F}_n) - \mathbb{P}(G_1 \geq x, G_2 \geq y)|$$

$$\lesssim \frac{1}{n^{3/2}} \sum_{i=1}^{n} \mathbb{E}(\|A^{-1/2} \xi_i\|^2) \lesssim \frac{1}{\sqrt{n}} + \frac{1}{n^{3/2}} \sum_{i=1}^{n} (|b_j^T f_i|^3 + |b_k^T f_i|^3)$$

almost surely on $\mathcal{E}_2(t)$. Taking $x = s_j^{-1} \sigma_{\varepsilon,jj}^{1/2} z$ and $y = s_k^{-1} \sigma_{\varepsilon,kk}^{1/2} z$ implies

$$|\mathbb{E}(Y_j Y_k | \mathcal{F}_n) - \mathbb{P}(G_1 \geq s_j^{-1} \sigma_{\varepsilon,jj}^{1/2} z, G_2 \geq s_k^{-1} \sigma_{\varepsilon,kk}^{1/2} z | \mathcal{F}_n))|$$

$$\lesssim \frac{1}{\sqrt{n}} + \frac{1}{n^{3/2}} \sum_{i=1}^{n} (|b_j^T f_i|^3 + |b_k^T f_i|^3). \quad (C.24)$$

For the bivariate Gaussian random vector $(G_1, G_2)^T$ with $a_{12} = \text{cov}(G_1, G_2)$, it follows from Corollary 2.1 in Li and Shao (2002) that, for any $x, y \in \mathbb{R}$,

$$|\mathbb{P}(G_1 \geq x, G_2 \geq y) - \{1 - \Phi(x)\} \{1 - \Phi(y)\}| \leq \frac{|a_{12}|}{4} \exp \left\{ - \frac{x^2 + y^2}{2(1 + |a_{12}|)} \right\} \leq \frac{|a_{12}|}{4}.$$ 

This, together with the Gaussian comparison inequality (C.22) gives

$$|\mathbb{P}(G_1 \geq s_j^{-1} \sigma_{\varepsilon,jj}^{1/2} z, G_2 \geq s_k^{-1} \sigma_{\varepsilon,kk}^{1/2} z | \mathcal{F}_n) - \Phi(-z)^2| \lesssim |r_{\varepsilon,jk}| + n^{-1} t \quad (C.25)$$

almost surely on $\mathcal{E}_2(t)$ as long as $n \gtrsim (K + t)t$.

Consequently, it follows from (C.19), (C.23), (C.24), (C.25) and Assumption 1 that

$$\mathbb{E}[\{p_0^{-1} \tilde{V}_+(z) - \Phi(-z)\}^2 | \mathcal{F}_n] \lesssim p^{-\kappa_1} + n^{-1/2}(K + \log n + t)^{1/2} \quad (C.26)$$

almost surely on $\mathcal{E}_2(t)$ as long as $n \gtrsim (K + t)t$. A similar bound can be obtained for $\mathbb{E}[\{p_0^{-1} \tilde{V}_-(z) - \Phi(-z)\}^2 | \mathcal{F}_n]$. Recall that $\mathbb{P}(\mathcal{E}_1(t) \cap \mathcal{E}_2(t)) \geq 1 - (p + 4)e^{-t}$ whenever $n \geq 8t$.

Finally, taking $t = \log(np)$ in (C.18) and (C.26) proves (C.11). □
C.3 Proof of Proposition 1

To begin with, observe that

\[ \left| \tilde{T}_j - \sqrt{\frac{n}{\tilde{\sigma}_{e,jj}}} (\hat{\mu}_j - b_j^T \tilde{f}) \right| \leq \sqrt{\frac{n}{\tilde{\sigma}_{e,jj}}} \| \tilde{f} \|_2 \| \tilde{b}_j - b_j \|_2, \]

\[ \left| \sqrt{\frac{n}{\tilde{\sigma}_{e,jj}}} (\hat{\mu}_j - b_j^T \tilde{f}) - T_j^0 \right| \leq \frac{1}{\sqrt{\tilde{\sigma}_{e,jj}}} \left( |\sqrt{n} \hat{\mu}_j| + \| \tilde{b}_j \|_2 \sqrt{n} \| \tilde{f} \|_2 \right). \]

By Lemma C.5, \( \sqrt{n} \| \tilde{f} \|_2 \lesssim (K + \log n)^{1/2} \) with probability greater than \( 1 - n^{-1} \). Moreover, it follows from Lemma C.2 that \( \max_{1 \leq j \leq p} |\hat{\mu}_j - \mu_j| \lesssim \{ \log(np) \}^{1/2} n^{-1/2} \) with probability at least \( 1 - 2n^{-1} \). Putting the above calculations together, we conclude that

\[ \max_{j \in \mathcal{H}_0} |\tilde{T}_j - T_j^0| \lesssim \frac{\log(np)}{\sqrt{n}} + (K + \log n)^{1/2} \max_{1 \leq j \leq p} (|\tilde{b}_j - b_j|_2 + |\tilde{\sigma}_{jj} - \sigma_{jj}|) \]

with probability at least \( 1 - 3n^{-1} \). Combining this with the proof of Theorem 1 and condition (17) implies \( p_0^{-1} \tilde{V}(z) = 2 \Phi(-z) + o_p(1) \). Similarly, it can be proved that (C.12) holds with \( R(z) \) replaced by \( \tilde{R}(z) \). The conclusion follows immediately. \( \square \)

C.4 Proof of Theorem 2

We first note that the \( \hat{\Sigma} = \hat{\Sigma}_U \) defined is a \( U \)-statistic of order two. For simplicity, let \( \mathcal{C} \) denote the set of \( \binom{n}{2} \) distinct pairs \((i_1, i_2)\) satisfying \( 1 \leq i_1 < i_2 \leq n \). Let \( h(X_i, X_j) = 2^{-1}(X_i - X_j)(X_i - X_j)^T \) and \( Y_{ij} = \psi_\tau(h(X_i, X_j)) = \tau \psi_1(\tau^{-1} h(X_i, X_j)) \), such that

\[ \hat{\Sigma} = \frac{1}{\binom{n}{2}} \sum_{(i,j) \in \mathcal{C}} Y_{ij}. \]

We now rewrite the \( U \)-statistic \( \hat{\Sigma} \) as an average of dependent averages of identically and independently distributed random matrices. Define \( k = \lfloor n/2 \rfloor \), the greatest integer \( \leq n/2 \) and define

\[ W_{(1, \ldots, n)} = k^{-1}(Y_{12} + Y_{23} + \ldots + Y_{2k-1,2k}). \]

Let \( \mathcal{P} \) denote the class of all \( n! \) permutations of \( (1, \ldots, n) \) and \( \pi = (i_1, \ldots, i_n) : \{1, \ldots, n\} \mapsto \)
\{1, \ldots, n\} be a permutation, i.e. \(\pi(k) = i_k\) for \(k = 1, \ldots, n\). Then it can be shown that

\[
\hat{\Sigma} = \frac{1}{n!} \sum_{\pi \in P} W_\pi.
\]

Using the convexity of maximum eigenvalue function \(\lambda_{\max}(\cdot)\) along with the convexity of the exponential function, we obtain

\[
\exp\{\lambda_{\max}(\hat{\Sigma} - \Sigma)/\tau\} \leq \frac{1}{n!} \sum_{\pi \in P} \exp\{\lambda_{\max}(W_\pi - \Sigma)/\tau\}.
\]

Combining this with Chebyshev’s inequality delivers

\[
\mathbb{P}\{\lambda_{\max}(\hat{\Sigma} - \Sigma) \geq t/\sqrt{n}\} \geq \mathbb{P}\left[\exp\{\lambda_{\max}(k\hat{\Sigma} - k\Sigma)/\tau\} \geq \exp\{kt/(\tau\sqrt{n})\}\right] \\
\leq e^{-kt/(\tau\sqrt{n})} \frac{1}{n!} \sum_{\pi \in P} \mathbb{E} \exp\{\lambda_{\max}(kW_\pi - k\Sigma)/\tau\} \\
\leq e^{-kt/(\tau\sqrt{n})} \frac{1}{n!} \sum_{\pi \in P} \mathbb{E} \text{tr} \exp\{(kW_\pi - k\Sigma)/\tau\},
\]

where we use the property \(e^{\lambda_{\max}(A)} \leq \text{tr} e^A\) in the last inequality. For a given permutation \(\pi = (i_1, \ldots, i_n) \in P\), we write \(Y_{\pi j} = Y_{i_2j - i_1j}\) and \(H_{\pi j} = h(X_{i_2j}, X_{i_1j})\) with \(\mathbb{E}H_{\pi j} = \Sigma\).

We then rewrite \(W_\pi\) as \(W_\pi = k^{-1}(Y_{\pi 1} + \ldots + Y_{\pi k})\), where \(Y_{\pi j}\)’s are mutually independent.

Before proceeding, we introduce the following lemma whose proof is based on elementary calculations.

**Lemma C.7.** For any \(\tau > 0\) and \(x \in \mathbb{R}\), we have \(\psi_\tau(x) = \tau \psi_1(x/\tau)\) and

\[
-\log(1 - x + x^2) \leq \psi_1(x) \leq \log(1 + x + x^2) \quad \text{for all } x \in \mathbb{R}.
\]

From Lemma C.7 we see that the matrix \(Y_{\pi j}\) can be bounded as

\[
-\log(I_p - H_{\pi j}/\tau + H_{\pi j}^2/\tau^2) \leq Y_{\pi j}/\tau \leq \log(I_p + H_{\pi j}/\tau + H_{\pi j}^2/\tau^2).
\]
Using this property we can bound $E \exp\{\text{tr}(kW_x - k\Sigma)/\tau\}$ by

$$
E_{[k-1]}E_k \text{tr} \exp \left\{ \sum_{j=1}^{k-1} Y_{\pi j} - (k/\tau)\Sigma + Y_{nk} \right\}
$$

$$
\leq E_{[k-1]}E_k \text{tr} \exp \left\{ \sum_{j=1}^{k-1} Y_{\pi j} - (k/\tau)\Sigma + \log(I_p + E H_{\pi j}/\tau + E H_{\pi k}^2/\tau^2) \right\}
$$

(C.27)

To further bound the right-hand side of (C.27), we follow a similar argument as in Minsker (2016). The following lemma, which is taken from Lieb (2002), is commonly referred to as the Lieb’s concavity theorem.

**Lemma C.8.** For any symmetric matrix $H \in \mathbb{R}^{d \times d}$, the function

$$
f(A) = \text{tr} \exp(H + \log A), \quad A \in \mathbb{R}^{d \times d}
$$

is concave over the set of all positive definite matrices.

Applying Lemma C.8 repeatedly along with Jensen’s inequality, we obtain

$$
E\{\text{tr} \exp(kW_x - k\Sigma)/\tau\} \leq \text{tr} \exp \left\{ \sum_{j=1}^{k} Y_{\pi j} - (k/\tau)\Sigma + \log(I_p + E H_{\pi j}/\tau + E H_{\pi k}^2/\tau^2) \right\}
$$

$$
\leq \text{tr} \exp \left\{ \sum_{j=1}^{k} \log(I_p + E H_{\pi j}/\tau + E H_{\pi k}^2/\tau^2) - (k/\tau)\Sigma \right\}
$$

$$
\leq \text{tr} \exp \left( \sum_{j=1}^{k} E H_{\pi k}^2/\tau^2 \right),
$$

where we use the inequality $\log(1+x) \leq x$ for $x > -1$ in the last step. The following lemma gives an explicit form for $v^2 := \|E H_{\pi k}^2\|_2$.

**Lemma C.9.** We have

$$
\|Eh^2(X_1, X_2)\|_2 = \frac{1}{2}\left\|E\{(X - \mu)(X - \mu)^T\}^2 + \text{tr}(-\Sigma \Sigma + 2\Sigma^2)\right\|.
$$

*Proof of Lemma C.9.* Write $X = X_1$ and $Y = X_2$. Without loss of generality, assume that
\( \mathbb{E}(\mathbf{X}) = \mathbb{E}(\mathbf{Y}) = 0. \) Let \( H_1 = \mathbf{X} \mathbf{X}^T, \) \( H_2 = \mathbf{Y} \mathbf{Y}^T, \) \( H_{12} = \mathbf{X} \mathbf{Y}^T \) and \( H_{21} = \mathbf{Y} \mathbf{X}^T. \) Then

\[
\{(\mathbf{X} - \mathbf{Y})(\mathbf{X} - \mathbf{Y})^T\}^2 = (H_1 + H_2 - H_{12} - H_{21})^2
= H_1^2 + H_2^2 + H_{12}^2 + H_{21}^2 + H_1 H_2 + H_{12} H_{21} + H_{21} H_{12}
- H_1 H_{12} - H_{12} H_1 - H_1 H_{21} - H_{21} H_1 - H_2 H_{12} - H_{12} H_2
- H_2 H_{21} - H_{21} H_2,
\]

which, by symmetry, implies that

\[
\mathbb{E}\{(\mathbf{X} - \mathbf{Y})(\mathbf{X} - \mathbf{Y})^T\}^2 = 2\mathbb{E}H_1^2 + 2\mathbb{E}H_{12}^2 + 2\mathbb{E}H_1 H_2 + 2\mathbb{E}H_{12} H_{21}.
\]

In the following we calculate the four expectations on the right-hand side of the above equality separately. For the first term, note that

\[
\mathbb{E}H_1^2 = \mathbb{E}((\mathbf{X} \mathbf{X}^T) \mathbf{X} \mathbf{X}^T).
\]

Let \( A = (A_{jk}) = H_{12}^2 \) and we have

\[
\mathbb{E}A_{jk} = \mathbb{E}\left( \sum_{\ell=1}^{p} X_\ell Y_\ell X_j Y_k \right) = \mathbb{E}\left( Y_k \sum_{\ell=1}^{p} X_j X_\ell Y_\ell \right) = \sum_{\ell=1}^{p} \sigma_{j\ell} \sigma_{\ell k},
\]

where \( \sigma_{jk} \) is the \((j, k)\)-th entry of \( \Sigma \). Therefore, we have \( \mathbb{E}H_{12}^2 = \Sigma^2 \). For \( \mathbb{E}H_1 H_2 \), using independence, we can show that \( \mathbb{E}H_1 H_2 = \Sigma^2 \). For \( \mathbb{E}H_{12} H_{21} \), we have

\[
\mathbb{E}H_{12} H_{21} = \mathbb{E}(\mathbf{X} \mathbf{Y}^T \mathbf{Y} \mathbf{X}^T) = \mathbb{E}\{\mathbb{E}(\mathbf{X} \mathbf{Y}^T \mathbf{Y} \mathbf{X}^T | \mathbf{Y})\} = \text{tr}(\Sigma) \Sigma.
\]

Putting the above calculations together completes the proof. \( \square \)
For any $u > 0$, putting the above calculations together and letting $\tau \geq 2v^2\sqrt{n}/u$ yield

$$
P\{\lambda_{\text{max}}(\hat{\Sigma} - \Sigma) \geq u/\sqrt{n}\}$$

$$
\leq e^{-ku/(\sqrt{n}\tau)} \text{tr} \exp\left(\sum_{j=1}^{k} E H_{zj}^2/\tau^2\right) \leq p \exp\left(-\frac{kv^2}{\tau^2}\right)
$$

$$
\leq p \exp\left(-\frac{ku^2}{4nv^2}\right) \leq p \exp\left(-\frac{u^2}{16v^2}\right),
$$

where we use the fact that $k := [n/2] \geq n/4$ for $n \geq 2$ in the last inequality. On the other hand, it can be similarly shown that

$$
P\{\lambda_{\text{min}}(\hat{\Sigma} - \Sigma) \leq -u/\sqrt{n}\} \leq p \exp\left(-\frac{u^2}{16v^2}\right)
$$

Combining the above two inequalities and putting $u = 4v\sqrt{t}$ complete the proof. □

### C.5 Proof of Theorem 3

First we bound $\max_{1 \leq j \leq p} \|\hat{b}_j - b_j\|_2$. For any $t > 0$, it follows from Theorem 2 that with probability greater than $1 - 2pe^{-t}$, $\|\hat{\Sigma}_U - \Sigma\| \leq 4v(t/n)^{1/2}$, where $v$ is as in (19). Define

$$
\tilde{b}_j = (\tilde{\lambda}_{1/2}^{1/2}v_{1j}, \ldots, \tilde{\lambda}_{K}^{1/2}v_{Kj})^T \in \mathbb{R}^K, \text{ such that } \|\tilde{b}_j - b_j\|_2 \leq \|\hat{b}_j - \tilde{b}_j\|_2 + \|\tilde{b}_j - b_j\|_2.
$$

By Assumption 2, (20) and (21), we have

$$
|\hat{\lambda}_{\ell}^{1/2} - \lambda_{\ell}^{1/2}| = |\hat{x}_\ell - x_\ell|/(\hat{x}_\ell^{1/2} + \lambda_{\ell}^{1/2}) \lesssim p^{-1/2}(\|\hat{\Sigma}_U - \Sigma\| + \|\Sigma_e\|),
$$

$$
\|\nu_{\ell}\|_\infty = \|\tilde{b}_\ell\|_\infty/\|\tilde{b}_\ell\|_2 \leq \|B\|_{\text{max}}/\|\tilde{b}_\ell\|_2 \lesssim p^{-1/2}
$$

and

$$
\|\hat{v}_\ell\|_\infty \lesssim \|\hat{v}_\ell - \nu_{\ell}\|_2 + \|\nu_{\ell}\|_\infty \lesssim p^{-1}\|\hat{\Sigma}_U - \Sigma\| + p^{-1/2}.
$$

On the event $\{\|\hat{\Sigma}_U - \Sigma\| \leq 4v(t/n)^{1/2}\}$, it follows that

$$
|\hat{\lambda}_{\ell}^{1/2} - \lambda_{\ell}^{1/2}| \lesssim v\sqrt{t}(np)^{-1/2} + p^{-1/2} \text{ and } \|\hat{v}_{\ell}\|_\infty \lesssim p^{-1/2}
$$

(C.28)
as long as \( n \geq v^2 p^{-1} t \). Write \( \hat{v}_\ell = (\hat{v}_{\ell 1}, \ldots, \hat{v}_{\ell p})^T \). It follows that, with probability at least \( 1 - 2pe^{-t} \),

\[
\| \hat{b}_j - \tilde{b}_j \|_2 = \left\{ \sum_{\ell=1}^{K} (\hat{\lambda}_\ell^{1/2} - \tilde{\lambda}_\ell^{1/2})^2 \tilde{v}_{\ell j}^2 \right\}^{1/2} \lesssim p^{-1}(\sqrt{t} n^{-1/2} + 1)
\]

for all \( 1 \leq j \leq p \). Similarly,

\[
\| \tilde{b}_j - b_j \|_2 = \left\{ \sum_{\ell=1}^{K} \tilde{\lambda}_\ell (\hat{v}_{\ell j} - v_{\ell j})^2 \right\}^{1/2} \leq \max_{1 \leq \ell \leq K} \tilde{\lambda}_\ell^{1/2} \cdot \sqrt{K} \| \hat{v}_\ell - v_\ell \|_\infty \lesssim v \sqrt{t} (np)^{-1/2} + p^{-1/2}.
\]

By taking \( t = \log(n p) \), the previous two displays together imply (22).

Next we consider \( \max_{1 \leq j \leq p} |\hat{\sigma}_{x,jj} - \sigma_{x,jj}| \). Note that with probability at least \( 1 - 4pe^{-t} \),

\[
\max_{1 \leq j \leq p} |\hat{\theta}_j - \mathbb{E}(X_j^2)| \lesssim (t/n)^{1/2}
\]

as long as \( n \geq t \). Therefore, it suffices to focus on

\[
\| \hat{b}_j \|_2^2 - \| b_j \|_2^2
\]

which can be written as \( \sum_{\ell=1}^{K} (\hat{\lambda}_\ell - \tilde{\lambda}_\ell)\hat{v}_{\ell j}^2 + \sum_{\ell=1}^{K} \tilde{\lambda}_\ell (\hat{v}_{\ell j}^2 - v_{\ell j}^2) \). Under Assumption 2, it follows from (20) and (21) that on the event \( \{ \| \hat{\Sigma}_v - \Sigma \| \leq 4v(t/n)^{1/2} \} \),

\[
\| \hat{b}_j \|_2^2 - \| b_j \|_2^2 \leq \sum_{\ell=1}^{K} (\hat{\lambda}_\ell - \tilde{\lambda}_\ell)\| \hat{v}_\ell \|_\infty^2 + \sum_{\ell=1}^{K} \tilde{\lambda}_\ell (\| \hat{v}_\ell \|_\infty + \| v_\ell \|_\infty)\| \hat{v}_\ell - v_\ell \|_\infty
\]

\[
\lesssim v \sqrt{t} (np)^{-1/2} + p^{-1/2}
\]

as long as \( n \geq v^2 p^{-1} t \), which proves (23) by taking \( t = \log(n p) \).

\[\square\]

C.6 Proof of Theorem 4

For \( \hat{\mu}_j \)'s and \( \hat{\theta}_{jk} \)'s with \( \tau_j = a_j(n/t_1)^{1/2} \) and \( \tau_{jk} = a_{jk}(n/t_2)^{1/2} \), it follows from Lemma C.2 and the union bound that as long as \( n \geq 8 \max(t_1, t_2) \),

\[
\max_{1 \leq j \leq p} |\hat{\mu}_j - \mu_j| \leq 4 \max_{1 \leq j \leq p} a_j \sqrt{\frac{t_1}{n}} \quad \text{and} \quad \max_{1 \leq j \leq p, 1 \leq k \leq j} |\hat{\theta}_{jk} - \mathbb{E}(X_j X_k)| \leq 4 \max_{1 \leq j \leq k \leq p} a_{jk} \sqrt{\frac{t_2}{n}}
\]

with probability at least \( 1 - 2pe^{-t_1} - (p^2 + p)e^{-t_2} \). In particular, taking \( t_1 = \log(n p) \) and \( t_2 = \log(n p^2) \) implies that as long as \( n \geq \log(n p) \), \( \| \hat{\Sigma}_H - \Sigma \|_{\max} \lesssim w_{n,p}^{-1} \) with probability greater than \( 1 - 4n^{-1} \).
The rest of the proof is similar to that of Theorem 3, simply with the following modifications. Under Assumption 2, it follows from (C.9) and (C.10) in Lemma C.6 that, with probability at least \( 1 - \frac{4}{n} - \frac{1}{n^2} \),

\[
\left| \lambda_1^{1/2} - \tilde{\lambda}_1^{1/2} \right| = \left| \lambda_t - \bar{\lambda}_t / (\lambda_t^{1/2} + \lambda_t^{1/2}) \right| \lesssim \sqrt{p} \left( w_{n,p}^{-1} + p^{-1} \right),
\]

\[
\| v \|_\infty = \| \tilde{b}_t \|_\infty / \| \tilde{b}_t \|_2 \leq \| B \|_{\max} / \| \tilde{b}_t \|_2 \lesssim p^{-1/2},
\]

\[
\| \tilde{v}_t - v \|_\infty \lesssim p^{-1/2} w_{n,p}^{-1} + p^{-1} \quad \text{and} \quad \| \tilde{v}_t \|_\infty \lesssim p^{-1/2}.
\]

Plugging the above bounds into the proof of Theorem 3 proves the conclusions. \( \square \)

### C.7 Proof of Theorem 5

The key of the proof is to show that \( T_j(B) \) provides a good approximation of \( T_j^o \) uniformly over \( 1 \leq j \leq p \). To begin with, note that the estimator \( \hat{\theta}_j \) with \( \tau_{jj} = a_{jj} (n/t)^{1/2} \) for \( a_{jj} \geq \text{var}(X_j^2)^{1/2} \) satisfies \( \mathbb{P} \{ |\hat{\theta}_j - \theta_j| \geq 4 a_{jj} (t/n)^{1/2} \} \leq 2 e^{-t} \), where \( \theta_j = \mathbb{E}(X_j^2) \). Together with the union bound, this yields that with probability greater than \( 1 - 2pe^{-t} \),

\[
\max_{1 \leq j \leq p} |\hat{\theta}_j - \theta_j| \leq 4 \max_{1 \leq j \leq p} a_{jj}^{1/2} \sqrt{\frac{t}{n}} \quad (C.29)
\]

as long as \( n \geq 8t \). Next, observe that

\[
\left| T_j(B) - \sqrt{\frac{n}{\hat{\sigma}_{\varepsilon,jj}}} (\hat{\mu}_j - b_j^T \tilde{f}) \right| = \sqrt{\frac{n}{\hat{\sigma}_{\varepsilon,jj}}} |b_j^T (\tilde{f} - \tilde{f}(B))| \leq \sqrt{\frac{n}{\hat{\sigma}_{\varepsilon,jj}}} \| b_j \|_2 \| \tilde{f}(B) - \tilde{f} \|_2 \quad (C.30)
\]

and

\[
\left| \sqrt{\frac{n}{\hat{\sigma}_{\varepsilon,jj}}} (\hat{\mu}_j - b_j^T \tilde{f}) - T_j^o \right| \leq \left| \frac{1}{\sqrt{\hat{\sigma}_{\varepsilon,jj}}} - \frac{1}{\sqrt{\sigma_{\varepsilon,jj}}} \right| \left( |\sqrt{n} \hat{\mu}_j| + \| b_j \|_2 \| \sqrt{n} \tilde{f} \|_2 \right). \quad (C.31)
\]

Applying Proposition 3 with \( t = \log n \) shows that, with probability at least \( 1 - C_1 n^{-1} \),

\[
\| \tilde{f}(B) - \tilde{f} \|_2 \lesssim (K \log n)^{1/2} p^{-1/2}. \quad (C.32)
\]
Moreover, it follows from Lemma C.2, (C.6) and (C.29) that, with probability greater than $1 - 4pe^{-t_1} - e^{-t_2}$,

$$\max_{1 \leq j \leq p} |\hat{\mu}_j - \mu_j| \lesssim \sqrt{\frac{t_1}{n}}, \quad \max_{1 \leq j \leq p} \left| \frac{\hat{\sigma}_{\epsilon,jj}}{\sigma_{\epsilon,jj}} - 1 \right| \lesssim \sqrt{\frac{t_1}{n}} \quad \text{and} \quad \|f\|_2 \lesssim \sqrt{\frac{K + t_2}{n}}.$$  

Taking $t_1 = \log(np)$ and $t_2 = \log n$, we deduce from (C.30)–(C.32) that, with probability at least $1 - C_2n^{-1}$,

$$\max_{j \in H_0} |T_j(B) - T^*_j| \lesssim \{K + \log(np)\}n^{-1/2} + (Kn \log n)^{1/2}n^{-1/2}. \quad (C.33)$$

Based on (C.33), the rest of the proof is almost identical to that of Theorem 1 and therefore is omitted. \hfill \Box

### C.8 Proof of Theorem A.1

For convenience, we write $\hat{b}_j = \hat{b}_j(X_1)$ for $j = 1, \ldots, p$, which are the estimated loading vectors using the first half of the data. Let $\hat{f}(X_2)$ be the estimator of $\bar{f}$ obtained by solving (26) using only the second half of the data and with $b_j$'s replaced by $\hat{b}_j$'s.

We keep the notation used in Section 3.2.2, but with all the estimators constructed from $X_1$ instead of the whole data set. Recall that $\hat{B} = (\hat{b}_1, \ldots, \hat{b}_p)^T = (\tilde{\lambda}_1^{1/2}\tilde{v}_1, \ldots, \tilde{\lambda}_K^{1/2}\tilde{v}_K)$. Following the proof of Theorem 4, we see that as long as $n \gtrsim \log(np)$, the event $\mathcal{E}_{\max} := \{\|\hat{\Sigma}_H - \Sigma\|_{\max} \lesssim w_{n,p}^{-1}\}$ occurs with probability at least $1 - 4n^{-1}$. On $\mathcal{E}_{\max}$, we have

$$\max_{1 \leq \ell \leq K} |\tilde{\lambda}_\ell^{1/2} - \lambda_\ell^{1/2}| \lesssim \sqrt{p} (w_{n,p}^{-1} + p^{-1}) \quad \text{and} \quad \max_{1 \leq \ell \leq K} \|\hat{v}_\ell\|_\infty \lesssim p^{-1/2},$$

which, combined with the pervasiveness assumption $\tilde{\lambda}_\ell \asymp p$, implies $\max_{1 \leq \ell \leq K} \lambda_\ell^{1/2} \lesssim \sqrt{p}$. Moreover, write $\delta_j = \hat{b}_j - b_j$ for $1 \leq j \leq p$ and note that

$$\hat{B}^T\hat{B} - B^TB = \sum_{j=1}^p (\hat{b}_j\hat{b}_j^T - b_jb_j^T) = \sum_{j=1}^p \delta_j\delta_j^T + 2\sum_{j=1}^p \delta_jb_j^T.$$

It follows that $\|p^{-1}(\hat{B}^T\hat{B} - B^TB)\| \leq \max_{1 \leq j \leq p} (\|\delta_j\|_2^2 + 2\|b_j\|_2\|\delta_j\|_2)$. Again, from the proof of Theorem 4 we see that on the event $\mathcal{E}_{\max}$, $\|p^{-1}(\hat{B}^T\hat{B} - B^TB)\| \lesssim w_{n,p}^{-1} + p^{-1/2}$. 
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Under Assumption 3, putting the above calculations together yields that with probability greater than $1 - 4n^{-1}$,

$$\lambda_{\min}(p^{-1}\hat{B}^T\hat{B}) \geq \frac{C_1}{2} \text{ and } \|\hat{B}\|_{\text{max}} \leq C_1$$

as long as $n \gtrsim \log(np)$. By the independence between $\hat{b}_j$'s and $\mathcal{X}_2$, the conclusion of Proposition 3 holds for $\hat{f}(\mathcal{X}_2)$.

Next, recall that

$$T_j = \sqrt{\frac{n}{\hat{\sigma}_{\epsilon,jj}}} \{\hat{\mu}_j - \hat{b}_j^T\hat{f}(\mathcal{X}_2)\},$$

where $\hat{\mu}_j$'s and $\hat{\sigma}_{\epsilon,jj}$'s are all constructed from $\mathcal{X}_2$. Note that

$$|\sqrt{n}\{\hat{\mu}_j - \hat{b}_j^T\hat{f}(\mathcal{X}_2)\} - \sqrt{n}\{\hat{\mu}_j - \hat{b}_j^T\hat{f}\}| \leq \sqrt{n}\|\hat{b}_j\|_2\|\hat{f}(\mathcal{X}_2) - \hat{f}\|_2 + \sqrt{n}\|\hat{f}\|_2\|\hat{b}_j - b_j\|_2.$$

This, together with (28), Theorem 4 and (C.6), implies that with probability at least $1 - C_2n^{-1}$,

$$\max_{1 \leq j \leq p} |\sqrt{n}\{\hat{\mu}_j - \hat{b}_j^T\hat{f}(\mathcal{X}_2)\} - \sqrt{n}\{\hat{\mu}_j - \hat{b}_j^T\hat{f}\}| \lesssim (Kn\log n)^{1/2}p^{-1/2} + (K + \log n)^{1/2}(w_{n,p}^{-1} + p^{-1/2}).$$

Following the proof of Theorem 5, it can be shown that with probability at least $1 - C_3n^{-1}$,

$$\max_{j \in \mathcal{H}_0} |T_j - T_j^0| \lesssim (Kn\log n)^{1/2}p^{-1/2} + \{K + \log(np)\}n^{-1/2}.$$

The rest of the proof is almost identical to that of Theorem 1 and therefore is omitted. \(\square\)

**D Additional proofs**

In this section, we prove Propositions 2 and 3 in the main text, and Lemmas C.1–C.6 in Section C.
D.1 Proof of Proposition 2

By Weyl’s inequality and the decomposition that $\hat{\Sigma} = BB^T + (\hat{\Sigma} - \Sigma) + \Sigma_{\varepsilon}$, we have

$$\max_{1 \leq \ell \leq K} |\hat{\lambda}_\ell - \lambda_\ell| \leq \|\hat{\Sigma} - \Sigma\|_2 + \|\Sigma_{\varepsilon}\|_2$$
and

$$\max_{K+1 \leq \ell \leq p} |\hat{\lambda}_\ell| \leq \|\hat{\Sigma} - \Sigma\|_2 + \|\Sigma_{\varepsilon}\|_2,$$

where $\hat{\lambda}_1, \ldots, \hat{\lambda}_p$ are the eigenvalues of $\hat{\Sigma}$ in a non-increasing order. Thus, (20) follows immediately. Next, applying Corollary 1 in Yu et al. (2015) to the pair $(\hat{\Sigma}, BB^T)$ gives that, for every $1 \leq \ell \leq K$,

$$\|\hat{v}_\ell - v_\ell\|_2 \leq \frac{2^{3/2}\|\hat{\Sigma} - \Sigma\|_2 + \|\Sigma_{\varepsilon}\|_2}{\min(\hat{\lambda}_{\ell-1} - \hat{\lambda}_\ell, \hat{\lambda}_\ell - \hat{\lambda}_{\ell+1})},$$

where we put $\hat{\lambda}_0 = \infty$ and $\hat{\lambda}_{K+1} = 0$. Under Assumption 2, this proves (21).\[\square\]

D.2 Proof of Proposition 3

To begin with, we introduce the following notation. Define the loss function $L_\gamma(w) = p^{-1} \sum_{j=1}^p \ell_\gamma(X_j - b_j^T w)$ for $w \in \mathbb{R}^K$, $w^* = \bar{f}$ and $\hat{\omega} = \arg\min_{w \in \mathbb{R}^K} L_\gamma(w)$. Without loss of generality, we assume $\|B\|_{\text{max}} \leq 1$ for simplicity.

Define an intermediate estimator $\hat{\omega}_\eta = w^* + \eta(\hat{\omega} - w^*)$ such that $\|\hat{\omega}_\eta - w^*\|_2 \leq r$ for some $r > 0$ to be specified below (D.7). We take $\eta = 1$ if $\|\hat{\omega} - w^*\|_2 \leq r$; otherwise, we choose $\eta \in (0, 1)$ so that $\|\hat{\omega}_\eta - w^*\|_2 = r$. Then, it follows from Lemma A.1 in Sun et al. (2017) that

$$\langle \nabla L_\gamma(\hat{\omega}_\eta) - \nabla L_\gamma(w^*), \hat{\omega}_\eta - w^* \rangle \leq \eta \langle \nabla L_\gamma(\hat{\omega}) - \nabla L_\gamma(w^*), \hat{\omega} - w^* \rangle,$$  \tag{D.1}

where $\nabla L_\gamma(\hat{\omega}) = 0$ according to the Karush-Kuhn-Tucker condition. By the mean value theorem for vector-valued functions, we have

$$\nabla L_\gamma(\hat{\omega}_\eta) - \nabla L_\gamma(w^*) = \int_0^1 \nabla^2 L_\gamma((1-t)w^* + tw_\eta) \, dt \, (\hat{\omega}_\eta - w^*).$$
If, there exists some constant $a_{\text{min}} > 0$ such that

$$\min_{w \in \mathbb{R}^K : \|w - w^*\|_2 \leq r} \lambda_{\text{min}}(\nabla^2 L_{\gamma}(w)) \geq a_{\text{min}}, \quad (D.2)$$

then it follows $a_{\text{min}}\|\hat{w}_\eta - w^*\|_2^2 \leq -\eta \langle \nabla L_{\gamma}(w^*), \hat{w} - w^* \rangle \leq \|\nabla L_{\gamma}(w^*)\|_2\|\hat{w}_\eta - w^*\|_2$, or equivalently,

$$a_{\text{min}}\|\hat{w}_\eta - w^*\|_2 \leq \|\nabla L_{\gamma}(w^*)\|_2, \quad (D.3)$$

where $\nabla L_{\gamma}(w^*) = -p^{-1} \sum_{j=1}^{p} \psi_{\gamma}(\mu_j + \bar{\epsilon}_j)b_j$.

First we verify (D.2). Write $S = p^{-1}B^TB$ and note that

$$\nabla^2 L_{\gamma}(w) = \frac{1}{p} \sum_{j=1}^{p} b_jb_j^T I(|\bar{X}_j - b_j^T w| \leq \gamma),$$

where $\bar{X}_j - b_j^T w = b_j^T (w^* - w) + \mu_j + \bar{\epsilon}_j$. Then, for any $u \in \mathbb{S}^{K-1}$ and $w \in \mathbb{R}^K$ satisfying $\|w - w^*\|_2 \leq r$,

$$u^T \nabla^2 L_{\gamma}(w) u \geq u^T S u - \frac{1}{p} \sum_{j=1}^{p} (b_j^T u)^2 I(|\bar{X}_j + \mu_j| > \gamma/2) - \frac{1}{p} \sum_{j=1}^{p} (b_j^T u)^2 I(|b_j^T (w^* - w)| > \gamma/2) \geq u^T S u - \max_{1 \leq j \leq p} \|b_j\|_2^2 \left\{ \frac{1}{p} \sum_{j=1}^{p} I(|\bar{X}_j + \mu_j| > \gamma/2) + \frac{4}{\gamma^2} \|w - w^*\|_2^2 \right\}.$$ 

By Assumption 3, $\lambda_{\text{min}}(S) \geq c_l$ for some constant $c_l > 0$ and $\max_{1 \leq j \leq p} \|b_j\|_2^2 \leq K$. Therefore, as long as $\gamma > 2r\sqrt{K}$ we have

$$\min_{w \in \mathbb{R}^K : \|w - w^*\|_2 \leq r} \lambda_{\text{min}}(\nabla^2 L_{\gamma}(w)) \geq (1 - 4\gamma^{-2}r^2K)c_l - \frac{K}{p} \sum_{j=1}^{p} I(|\bar{X}_j + \mu_j| > \gamma/2), \quad (D.4)$$

To bound the last term on the right-hand side of (D.4), it follows from Hoeffding’s inequality that for any $t > 0$,

$$\frac{1}{p} \sum_{j=1}^{p} I(|\bar{X}_j + \mu_j| > \gamma/2) \leq \frac{1}{p} \sum_{j=1}^{p} \mathbb{P}(|\bar{X}_j + \mu_j| > \gamma/2) \leq \sqrt{\frac{\gamma}{2p}}.$$
with probability at least $1 - e^{-t}$. This, together with (D.4) and the inequality

\[
\frac{1}{p} \sum_{j=1}^{p} \mathbb{P}(|\bar{\sigma} + \mu_j| > \gamma/2) \leq \frac{4}{\gamma^2 p} \sum_{j=1}^{p} (\mu_j^2 + \mathbb{E}\bar{\sigma}_j^2) = 4\gamma^{-2}(p^{-1}\|\mu\|_2^2 + n^{-1}\sigma^2)
\]

implies that, with probability greater than $1 - e^{-t}$,

\[
\min_{\mathbf{w} \in \mathbb{R}^K : \|\mathbf{w} - \mathbf{w}^*\|_2 \leq r} \lambda_{\min}(\nabla^2 L_\gamma(\mathbf{w})) \geq \frac{3}{4} \epsilon_1 - K \frac{t}{2p} - \frac{4K}{\gamma^2} \left( \frac{\|\mu\|_2^2}{p} + \frac{\sigma^2}{n} \right) =: \psi_1 \quad (D.5)
\]

as long as $\gamma \geq 4r\sqrt{K}$.

Next we bound $\|\nabla L_\gamma(\mathbf{w}^*)\|_2$. For every $1 \leq \ell \leq K$, we write $\Psi_\ell = p^{-1} \sum_{j=1}^{p} \psi_{\ell j} := p^{-1} \sum_{j=1}^{p} \gamma^{-1}\psi(\mu_j + \bar{\sigma}_j)b_{\ell j}$, such that $\|\nabla L_\gamma(\mathbf{w}^*)\|_2 \leq \sqrt{K} \|\nabla L_\gamma(\mathbf{w}^*)\|_\infty = \gamma \sqrt{K} \max_{1 \leq \ell \leq d} |\Psi_\ell|$. Recall that, for any $u \in \mathbb{R}$, $-\log(1 - u + u^2) \leq \gamma^{-1}\psi(\gamma u) \leq \log(1 + u + u^2)$. After some simple algebra, we obtain that

\[
e^{\psi_{\ell j}} \leq \{1 + \gamma^{-1}(\mu_j + \bar{\sigma}_j) + \gamma^{-2}(\mu_j + \bar{\sigma}_j)^2 \} b_{\ell j}^{I(b_{\ell j} \geq 0)} + \{1 - \gamma^{-1}(\mu_j + \bar{\sigma}_j) + \gamma^{-2}(\mu_j + \bar{\sigma}_j)^2 \} b_{\ell j}^{I(b_{\ell j} < 0)} \leq 1 + \gamma^{-1}(\mu_j + \bar{\sigma}_j)b_{\ell j} + \gamma^{-2}(\mu_j + \bar{\sigma}_j)^2.
\]

Taking expectation on both sides gives

\[
\mathbb{E}(e^{\psi_{\ell j}}) \leq 1 + \gamma^{-1}|\mu_j| + \gamma^{-2}(\mu_j^2 + n^{-1}\sigma^2).
\]

Moreover, by independence and the inequality $1 + t \leq e^t$, we get

\[
\mathbb{E}(e^{p\Psi_\ell}) = \prod_{j=1}^{p} \mathbb{E}(e^{\psi_{\ell j}}) \leq \exp \left\{ \frac{1}{\gamma} \sum_{j=1}^{p} |\mu_j| + \frac{1}{\gamma^2} \sum_{j=1}^{p} (\mu_j^2 + \frac{\sigma^2}{n}) \right\} \leq \exp \left( \frac{\|\mu\|_1}{\gamma} + \frac{\|\mu\|_2^2}{\gamma^2} + \frac{\sigma^2p}{\gamma^2n} \right).
\]

For any $t > 0$, it follows from Markov’s inequality that

\[
\mathbb{P}(p\Psi_j \geq 2t) \leq e^{-2t} \mathbb{E}(e^{p\Psi_j}) \leq \exp \left( \frac{\|\mu\|_1}{\gamma} + \frac{\|\mu\|_2^2}{\gamma^2} + \frac{\sigma^2p}{\gamma^2n} - 2t \right) \leq \exp(1 - t)
\]
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provided

\[ \gamma \geq \max \left\{ \| \mu \|_1, \sigma \sqrt{\frac{\| \mu \|^2 / \sigma^2 + p/n}{t}} \right\}. \tag{D.6} \]

Under the constraint (D.6), it can be similarly shown that \( \mathbb{P}(p\Psi_j \geq 2t) \leq e^{1-t} \). Putting the above calculations together, we conclude that

\[
\mathbb{P}\left\{ \| \nabla L_{\gamma}(w^*) \|_2 \geq \sqrt{\frac{2\gamma t}{p}} \right\} \\
\leq \mathbb{P}\left\{ \| \nabla L_{\gamma}(w^*) \|_\infty \geq \frac{2\gamma t}{p} \right\} \leq \sum_{\ell=1}^{K} \mathbb{P}(|p\Psi_\ell| \geq 2t) \leq 2eK \exp(-t). \tag{D.7} \]

With the above preparations, now we are ready to prove the final conclusion. It follows from (D.5) that with probability greater than 1\( - e^{-t} \), (D.2) holds with \( a_{\min} = c_l/4 \), provided that \( \gamma \geq 4\sqrt{K} \max\{r, c_l^{-1/2}(\| \mu \|^2 / p + \sigma^2 / n)\} \) and \( p \geq 8c_l^{-2}K^2t \). Hence, combining (D.3) and (D.7) with \( r = \frac{\gamma}{4\sqrt{K}} \) yields that, with probability at least \( 1 - (1 + 2eK)e^{-t} \), \( \| \hat{w}_\eta - w^* \|_2 \leq 8c_l^{-1}\sqrt{K} p^{-1}\gamma t < r \) as long as \( p > 32c_l^{-1}Kt \). By the definition of \( \hat{w}_\eta \), we must have \( \eta = 1 \) and thus \( \hat{w} = \hat{w}_\eta \).

\[ \square \]

D.3 Proof of Lemma C.1

Let \( 1 \leq j \leq p \) be fixed and define the function \( h(\theta) = \mathbb{E}\{ \ell_r(X_j - \theta) \} \), \( \theta \in \mathbb{R} \). By the optimality of \( \mu_{j,\tau} \) and the mean value theorem, we have \( h'(\mu_{j,\tau}) = 0 \) and

\[
h''(\bar{\mu}_{j,\tau})(\mu_j - \mu_{j,\tau}) = h'(\mu_j) - h'(\mu_{j,\tau}) = h'(\mu_j) = -\mathbb{E}\{ \psi_\tau(\xi_j) \}, \tag{D.8} \]

where \( \bar{\mu}_{j,\tau} = \lambda \mu_j + (1 - \lambda) \mu_{j,\tau} \) for some \( 0 \leq \lambda \leq 1 \). Since \( \mathbb{E}(\xi_j) = 0 \), we have \( -\mathbb{E}\{ \psi_\tau(\xi_j) \} = \mathbb{E}\{ \xi_j I(|\xi_j| > \tau) - \tau I(\xi_j > \tau) + \tau I(\xi_j < -\tau) \} \), which implies

\[ |\mathbb{E}\{ \psi_\tau(\xi_j) \}| \leq \tau^{1-\kappa} \nu_{\kappa,j}. \tag{D.9} \]

Next we consider \( h''(\bar{\mu}_{j,\tau}) = \mathbb{P}(|X_j - \bar{\mu}_{j,\tau}| \leq \tau) \). Since \( h \) is a convex function that is minimized at \( \mu_{j,\tau} \), \( h(\bar{\mu}_{j,\tau}) \leq \lambda h(\mu_j) + (1 - \lambda) h(\mu_{j,\tau}) \leq h(\mu_j) \leq \sigma_{jj}/2 \). On the other hand, note that \( h(\theta) \geq \mathbb{E}\{ (\tau|X_j - \theta| - \tau^2/2) 1(|X_j - \theta| > \tau) \} \) for all \( \theta \in \mathbb{R} \). Combining these upper
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and lower bounds on \( h(\hat{\mu}_j,\tau) \) with Markov’s inequality gives

\[
\tau \mathbb{E}\{|X_j - \tilde{\mu}_{j,\tau}| I(|X_j - \tilde{\mu}_{j,\tau}| > \tau)\} \\
\leq \frac{1}{2} \tau^2 \mathbb{P}(|X_j - \tilde{\mu}_{j,\tau}| > \tau) + \frac{1}{2} \tau \mathbb{E}\{|X_j - \tilde{\mu}_{j,\tau}| I(|X_j - \tilde{\mu}_{j,\tau}| > \tau)\} + \frac{1}{2} \sigma_{jj},
\]

which further implies that for every \( 0 \leq \lambda \leq 1 \),

\[
\mathbb{P}(|X_j - \tilde{\mu}_{j,\tau}| > \tau) \leq \tau^{-1} \mathbb{E}\{|X_j - \tilde{\mu}_{j,\tau}| I(|X_j - \tilde{\mu}_{j,\tau}| > \tau)\} \leq \sigma_{jj} \tau^{-2}.
\]

Together with (D.8) and (D.9), this proves (C.1). \( \square \)

**D.4 Proof of Lemma C.3**

Throughout the proof, we let \( 1 \leq j \leq p, \ a \geq \sigma_{jj}^{1/2}, \ t \geq 1 \) be fixed and write \( \tau = a(n/t)^{1/2} \) with \( n \geq 8t \). The dependence of \( \tau \) on \( (a,n,t) \) will be assumed without displaying. First we introduce the following notations. Define functions \( L(\theta) = -\sum_{i=1}^{n} \ell_{\tau}(X_{ij} - \theta) \), \( \zeta(\theta) = L(\theta) - \mathbb{E}L(\theta) \) and \( w^2(\theta) = -\frac{\partial^2}{\partial \theta^2} \mathbb{E}L(\theta) \), such that \( \tilde{\mu}_j = \arg\max_{\theta \in \mathbb{R}} L(\theta) \). Moreover, we write

\[
w^2_0 := w^2(\mu_j) = \alpha_r n \quad \text{with} \quad \alpha_r = \mathbb{P}(|X_j - \mu_j| \leq \tau).
\]

For every \( r > 0 \), define the parameter set

\[
\Theta_0(r) = \{ \theta \in \mathbb{R} : |w_0(\theta - \mu_j)| \leq r \}.
\]

Then, it follows from Lemma C.2 that

\[
\mathbb{P}\{\tilde{\mu}_j \in \Theta_0(r_0)\} \geq 1 - 2 \exp(-t),
\]

where \( r_0 = 4a(\alpha_r t)^{1/2} \). Based on this result, we only need to focus on the local neighborhood \( \Theta_0(r_0) \) of \( \mu_j \). The rest of the proof is based on Proposition 3.1 in Spokoiny (2013). To this end, we need to check Conditions \((L_0)\) and \((ED_2)\) there.
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CONDITION \((L_0)\): Note that, for every \(\theta \in \Theta_0(r)\),

\[
|w_0^{-1}w^2(\theta)w_0^{-1} - 1| = |\alpha_r^{-1} - 1 - \alpha_r^{-1}\mathbb{P}(|X_j - \theta| > \tau)| \\
\leq \alpha_r^{-1}\max[1 - \alpha_r, \{\sigma_{jj} + (\theta - \mu_j)^2\}^\tau].
\]

By Chebyshev’s inequality, we have \(1 \geq \alpha_r \geq 1 - \sigma_{jj} \tau^{-2} \geq 7/8\). Therefore,

\[
|w_0^{-1}w^2(\theta)w_0^{-1} - 1| \leq \alpha_r^{-1}\{\sigma_{jj} + (\alpha_r\tau)^{-1}r^2\}\tau^{-2}.
\]

This verifies Condition \((L_0)\) by taking

\[
\delta(r) = \alpha_r^{-1}\sigma_{jj}\tau^{-2} + \alpha_r^{-2}\tau^{-2}n^{-1}r^2, \quad r > 0.
\]

CONDITION \((ED_2)\): Note that \(\zeta''(\theta) = -\sum_{i=1}^n\{1(|X_{ij} - \theta| \leq \tau) - \mathbb{P}(|X_{ij} - \theta| \leq \tau)\}\). For every \(\lambda \in \mathbb{R}\) satisfying \(|\lambda| \leq \alpha_r\sqrt{n}\), using the inequalities \(1 + u \leq e^u\) and \(e^u \leq 1 + u + u^2e^{u/2}/2\) we deduce that

\[
\mathbb{E}\exp\{\lambda\sqrt{n}\zeta''(\theta)/w_0^2\} = \prod_{i=1}^n\mathbb{E}\exp[-\lambda w_0^{-2}\sqrt{n}\{I(|X_{ij} - \theta| \leq \tau) - \mathbb{P}(|X_{ij} - \theta| \leq \tau)\}]
\leq \prod_{i=1}^n\{1 + (1/2)\lambda^2w_0^{-2}n\exp(\lambda w_0^{-2}\sqrt{n})\}
\leq \prod_{i=1}^n\{1 + (e/2)\alpha_r^{-2}\lambda^2n^{-1}\} \leq \exp\{(e/2)\alpha_r^{-2}\lambda^2\}.
\]

This verifies Condition \((ED_2)\) by taking \(\omega = n^{-1/2}, \nu_0 = e^{1/2}\alpha_r^{-1}\) and \(g(r) = \alpha_r\sqrt{n}, r > 0\).

Now, using Proposition 3.1 in Spokoiny (2013) we obtain that as long as \(\alpha_r^2n \geq 4 + 2t\),

\[
\sup_{\theta \in \Theta_0(r)} |\alpha_r\sqrt{n}(\theta - \mu_j) + n^{-1/2}\{L'(\theta) - L'(\mu_j)\}|
\leq \alpha_r^{1/2}\delta(r)r + 6\alpha_r^{-1/2}e^{1/2}(2t + 4)^{1/2}n^{-1/2}r
\]

with probability greater than \(1 - e^{-t}\). Under the conditions that \(n \geq 8t\) and \(t \geq 1\), it is
easy to see that \( \alpha_r^2 n \geq (7/8)^2 \cdot 8t \geq 6t \geq 4 + 2t \). Moreover, observe that

\[
\sup_{\theta \in \Theta} |(\alpha_r - 1)\sqrt{n}(\theta - \mu_j)| \leq \alpha_r^{-1/2}\sigma_{jj} \tau^{-2}t.
\]

The last two displays, together with (D.12) and the fact that \( L'({\hat \mu}_j) = 0 \) prove (C.2) by taking \( r = r_0 \). The proof of Lemma C.3 is then complete.

\[\square\]

### D.5 Proof of Lemma C.4

Under model (1), we have \( \xi_j = b_j^T f + \varepsilon_j \), where \( \mathbb{E}(\varepsilon_j) = 0 \) and \( \varepsilon_j \) and \( f \) are independent. Therefore,

\[
\mathbb{E}_f \psi_{r}(\xi_j) - b_j^T f
= -\mathbb{E}_f(\varepsilon_j + b_j^T f - \tau)I(\varepsilon_j > \tau - b_j^T f) + \mathbb{E}_f(-\varepsilon_j - b_j^T f - \tau)I(\varepsilon_j < -\tau - b_j^T f).
\]

Therefore, as long as \( \tau > |b_j^T f| \), we have for any \( q \in [2, \kappa] \) that

\[
|\mathbb{E}_f \psi_{r}(\xi_j) - b_j^T f| \leq \mathbb{E}_f\{|\varepsilon_j|I(|\varepsilon_j| > \tau - |b_j^T f|)\} \leq (\tau - |b_j^T f|)^{1-q} \mathbb{E}(\{|\varepsilon_j|^q\})
\]

almost surely. This proves (C.3) by taking \( q \) to be 2 and \( \kappa \).

For the conditional variance, observe that

\[
\mathbb{E}_f \{\psi_{r}(\xi_j) - b_j^T f\}^2 = \text{var}_f \{\psi_{r}(\xi_j)\} + \{\mathbb{E}_f \psi_{r}(\xi_j) - b_j^T f\}^2 \quad (D.13)
\]

and that \( \psi_{r}(\xi_j) - b_j^T f \) can be written as

\[
\varepsilon_j I(|b_j^T f + \varepsilon_j| \leq \tau) + (\tau - b_j^T f)I(b_j^T f + \varepsilon_j > \tau) - (\tau + b_j^T f)I(b_j^T f + \varepsilon_j < -\tau),
\]

which further implies

\[
\{\psi_{r}(\xi_j) - b_j^T f\}^2
= \varepsilon_j^2 I(|b_j^T f + \varepsilon_j| \leq \tau) + (\tau - b_j^T f)^2 I(b_j^T f + \varepsilon_j > \tau) + (\tau + b_j^T f)^2 I(b_j^T f + \varepsilon_j < -\tau).
\]
Together, the last three displays imply

\[
\mathbb{E}_n \{ \psi_r(\xi_j) - b_j^T f \}^2 \\
= \mathbb{E}(\varepsilon_j^2) - \mathbb{E}_n \{ \varepsilon_j^2 I(|b_j^T f + \varepsilon_j| > \tau) \} \\
+ (\tau - b_j^T f)^2 \mathbb{P}_n(\varepsilon_j > \tau - b_j^T f) + (\tau + b_j^T f)^2 \mathbb{P}_n(\varepsilon_j < \tau - b_j^T f).
\]

Using the equality \( u^2 = 2 \int_0^u t \, dt \) for \( u > 0 \) we deduce that as long as \( \tau > |b_j^T f| \),

\[
\mathbb{E}_n \varepsilon_j^2 I(b_j^T f + \varepsilon_j > \tau) \\
= 2 \mathbb{E}_n \int_0^\infty I(\varepsilon_j > t)I(\varepsilon_j > \tau - b_j^T f)t \, dt \\
= 2 \mathbb{E}_n \int_0^{\tau - b_j^T f} I(\varepsilon_j > \tau - b_j^T f)t \, dt + 2 \mathbb{E}_n \int_{\tau - b_j^T f}^\infty I(\varepsilon_j > t)t \, dt \\
= (\tau - b_j^T f)^2 \mathbb{P}_n(\varepsilon_j > \tau - b_j^T f) + 2 \int_{\tau - b_j^T f}^\infty \mathbb{P}(\varepsilon_j > t)t \, dt.
\]

Analogously, it can be shown that

\[
\mathbb{E}_n \varepsilon_j^2 I(b_j^T f + \varepsilon_j < -\tau) = (\tau + b_j^T f)^2 \mathbb{P}_n(\varepsilon_j < -\tau - b_j^T f) + 2 \int_{\tau + b_j^T f}^\infty \mathbb{P}(\varepsilon_j > t)t \, dt.
\]

Together, the last three displays imply

\[
0 \geq \mathbb{E}_n \{ \psi_r(\xi_j) - b_j^T f \}^2 - \mathbb{E}(\varepsilon_j^2) \\
\geq -2 \int_{\tau - |b_j^T f|}^\infty \mathbb{P}(\varepsilon_j > t)t \, dt \geq -2 \mathbb{E}(|\varepsilon_j|^\kappa) \int_{\tau - |b_j^T f|}^\infty t^{1-\kappa} \, dt = -\frac{2}{\kappa - 2} \left( \frac{\mathbb{E}(|\varepsilon_j|^\kappa)}{1 - \frac{2}{\kappa - 2} (\tau - |b_j^T f|)^{\kappa - 2}} \right).
\]

Combining this with (D.13) and (C.3) proves (C.4).

Finally, we study the covariance \( \text{cov}_n(\psi_r(\xi_j), \psi_r(\xi_k)) \) for \( j \neq k \). By definition,

\[
\text{cov}_n(\psi_r(\xi_j), \psi_r(\xi_k)) \\
= \mathbb{E}_n \{ \psi_r(\xi_j) - b_j^T f \} \{ \psi_r(\xi_k) - b_k^T f \} - \mathbb{E}_n \{ \psi_r(\xi_j) - b_j^T f \} \mathbb{E}_n \{ \psi_r(\xi_k) - b_k^T f \} \\
= \underbrace{\mathbb{E}_n \{ \psi_r(\xi_j) - b_j^T f \} \{ \psi_r(\xi_k) - b_k^T f \}}_{\Pi_1} - \underbrace{\mathbb{E}_n \{ \psi_r(\xi_j) - b_j^T f \} \mathbb{E}_n \{ \psi_r(\xi_k) - b_k^T f \}}_{\Pi_2}.
\]

Recall that \( \psi_r(\xi_j) - b_j^T f = \varepsilon_j I(|\xi_j| \leq \tau) + (\tau - b_j^T f)I(\xi_j > \tau) - (\tau + b_j^T f)I(\xi_j < -\tau) \).
Hence,

\[ \Pi_1 = \mathbb{E}_f \varepsilon_j \varepsilon_k I(\|\xi_j\| \leq \tau, \|\xi_k\| \leq \tau) + (\tau - b_j^T f) \mathbb{E}_f \varepsilon_j I(\|\xi_j\| \leq \tau, \|\xi_k\| > \tau) \\
- (\tau + b_k^T f) \mathbb{E}_f \varepsilon_k I(\|\xi_j\| \leq \tau, \|\xi_k\| < -\tau) + (\tau - b_j^T f) \mathbb{E}_f \varepsilon_k I(\|\xi_j\| > \tau, \|\xi_k\| \leq \tau) \\
+ (\tau - b_j^T f)(\tau - b_k^T f) \mathbb{E}_f I(\|\xi_j\| \leq \tau, \|\xi_k\| > \tau) - (\tau - b_j^T f)(\tau + b_k^T f) \mathbb{E}_f I(\|\xi_j\| > \tau, \|\xi_k\| < -\tau) \\
- (\tau - b_j^T f)(\tau + b_k^T f) \mathbb{E}_f I(\|\xi_j\| < -\tau, \|\xi_k\| \leq \tau) - (\tau + b_j^T f)(\tau - b_k^T f) \mathbb{E}_f I(\|\xi_j\| > \tau, \|\xi_k\| < -\tau) + (\tau + b_j^T f)(\tau + b_k^T f) \mathbb{E}_f I(\|\xi_j\| < -\tau, \|\xi_k\| < -\tau). \tag{D.14} \]

Note that the first term on the right-hand side of (D.14) can be written as

\[ \mathbb{E}_f \varepsilon_j \varepsilon_k I(\|\xi_j\| \leq \tau, \|\xi_k\| \leq \tau) = \text{cov}(\varepsilon_j, \varepsilon_k) - \mathbb{E}_f \varepsilon_j \varepsilon_k I(\|\xi_j\| > \tau) - \mathbb{E}_f \varepsilon_j \varepsilon_k I(\|\xi_k\| > \tau) + \mathbb{E}_f \varepsilon_j \varepsilon_k I(\|\xi_j\| > \tau, \|\xi_k\| > \tau), \]

where

\[ |\mathbb{E}_f \varepsilon_j \varepsilon_k I(\|\xi_j\| > \tau)| \leq |\tau - b_j^T f|^{2-\kappa} \mathbb{E}(|\varepsilon_j|^{\kappa-1})^{1/\kappa} \leq 2^{\kappa-2} \tau^{2-\kappa} \mathbb{E}(|\varepsilon_j|^{\kappa})^{(\kappa-1)/\kappa} (\mathbb{E}|\varepsilon_k|^{\kappa})^{1/\kappa} \]

and

\[ |\mathbb{E}_f \varepsilon_j \varepsilon_k I(\|\xi_j\| > \tau, \|\xi_k\| > \tau)| \leq |\tau - b_j^T f|^{2-\kappa} \mathbb{E}(|\varepsilon_j|^{\kappa/2})^{1/\kappa}^{1/2} \leq 2^{\kappa-2} \tau^{2-\kappa} \mathbb{E}(|\varepsilon_j|^{\kappa})^{1/2} (\mathbb{E}|\varepsilon_k|^{\kappa})^{1/2} \]

almost surely on \( G_{jk} \). The previous three displays together imply

\[ |\mathbb{E}_f \varepsilon_j \varepsilon_k I(\|\xi_j\| \leq \tau, \|\xi_k\| \leq \tau) - \text{cov}(\varepsilon_j, \varepsilon_k)| \leq \tau^{2-\kappa} \]

almost surely on \( G_{jk} \). For the remaining terms on the right-hand side of (D.14), it can be
similarly obtained that, almost surely on \( G_{jk} \),

\[
|\mathbb{E}_f \varepsilon_j I(|\xi_j| \leq \tau, \xi_k > \tau)| \leq |\tau - b_k^T f|^{1-\kappa} \mathbb{E}(\varepsilon_j|\varepsilon_k|^{\kappa-1}),
\]

\[
|\mathbb{E}_f \varepsilon_j I(|\xi_j| \leq \tau, \xi_k < -\tau)| \leq |\tau + b_k^T f|^{1-\kappa} \mathbb{E}(\varepsilon_j|\varepsilon_k|^{\kappa-1}),
\]

and \( \mathbb{E}_f I(\xi_j > \tau, \xi_k < -\tau) \leq |\tau - b_j^T f|^{-\kappa/2} \tau + b_j^T f|^{-\kappa/2} \mathbb{E}(\varepsilon_j|\varepsilon_k|^{\kappa/2}) \).

Putting together the pieces, we get \( |\Pi_1 - \text{cov}(\varepsilon_j, \varepsilon_k)| \lesssim v_{jk} \tau^{2-\kappa} \) almost surely on \( G_{jk} \).

For \( \Pi_2 \), it follows directly from (C.3) that \( |\Pi_2| \lesssim v_{jk} \tau^{-2-2\kappa} \) almost surely on \( G_{jk} \). These bounds, combined with the fact that \( \text{cov}_f(\psi_\tau(\xi_j), \psi_\tau(\xi_k)) = \Pi_1 - \Pi_2 \), yield (C.5).

\[ \square \]

### D.6 Proof of Lemma C.5

For any \( u \in \mathbb{R}^K \), by independence we have

\[
\mathbb{E} \exp(u^T f_i) \leq \exp(C_1 \|f\|_2^2 \|u\|_2^2) \quad \text{for all } i = 1, \ldots, n, \quad (D.15)
\]

and

\[
\mathbb{E} \exp(\sqrt{n} u^T f) = \prod_{i=1}^n \mathbb{E} \exp(u^T f_i / \sqrt{n}) \leq \exp(C_1 \|f\|_2^2 \|u\|_2^2),
\]

where \( C_1 > 0 \) is an absolute constant. From Theorem 2.1 in Hsu et al. (2012) we see that, for any \( t > 0 \),

\[
\mathbb{P}\{\|\sqrt{n} f\|_2^2 > 2C_1 \|f\|_2^2 (K + 2\sqrt{K}t + 2t)\} \leq e^{-t}
\]

and

\[
\mathbb{P}\{\|f_i\|_2^2 > 2C_1 \|f\|_2^2 (K + 2\sqrt{K}t + 2t)\} \leq e^{-t}, \quad i = 1, \ldots, n.
\]

This proves (C.6) and (C.7) by the union bound.

For \( \tilde{\Sigma}_f \), applying Theorem 5.39 in Vershynin (2012) yields that, with probability at least \( 1 - 2e^{-t} \), \( \|\tilde{\Sigma}_f - I_K\| \leq \max(\delta, \delta^2) \), where \( \delta = C_2 \|f\|_2^2 n^{-1/2} (K + t)^{1/2} \) and \( C_2 > 0 \) is an absolute constant. Conclusion (C.8) then follows immediately. \[ \square \]
D.7 Proof of Lemma C.6

For each $1 \leq \ell \leq K$, as $\tilde{\lambda}_\ell > 0$ and by Weyl’s inequality, we have $|\tilde{\lambda}_\ell - \lambda_\ell| \leq |\lambda_\ell (\hat{\Sigma}_H) - \lambda_\ell| \leq \|\hat{\Sigma}_H - \Sigma\| + \|\Sigma_\varepsilon\|$. Moreover, note that for any matrix $E \in \mathbb{R}^{d_1 \times d_2}$,

$$\|E\|^2 \leq \|E\|_1 \vee \|E\|_\infty \leq (d_1 \vee d_2)\|E\|_{\max}.$$ 

Putting the above calculations together proves (C.9).

Next, note that

$$\hat{\Sigma}_H = \hat{\Sigma}_H - \Sigma + BB^T + \Sigma_\varepsilon = \sum_{\ell=1}^K \tilde{\lambda}_\ell \bar{v}_\ell \bar{v}_\ell^T + \hat{\Sigma}_H - \Sigma + \Sigma_\varepsilon.$$

Under Assumption 2, it follows from Theorem 3 and Proposition 3 in Fan et al. (2018) that

$$\max_{1 \leq \ell \leq K} \|\hat{v}_\ell - \bar{v}_\ell\|_{\infty} \leq \frac{C}{p^{3/2}} (\|\hat{\Sigma}_H - \Sigma\|_{\infty} + \|\Sigma_\varepsilon\|_{\infty}) \leq C (p^{-1/2}\|\hat{\Sigma}_H - \Sigma\|_{\max} + p^{-1}\|\Sigma_\varepsilon\|),$$

where we use the inequalities $\|\hat{\Sigma}_H - \Sigma\|_{\infty} \leq p\|\hat{\Sigma}_H - \Sigma\|_{\max}$ and $\|\Sigma_\varepsilon\|_{\infty} \leq p^{1/2}\|\Sigma_\varepsilon\|$ in the last step and $C > 0$ is a constant independent of $(n, p)$. This proves (C.10).

E Additional numerical results on FDP/FDR control

In the end, we present some additional simulation results that complement Section 4.5. Under Models 2 and 3 defined in Section 4.2, we compare the numerical performance of the five tests regarding FDP/FDR control. We take $\alpha = 0.05$, $p = 500$ and let $n$ gradually increase from 100 to 200. The empirical FDP is defined as the average false discovery proportion based on 200 simulations. The simulation results are presented in Figures E.1 and E.2, respectively.
Figure E.1: Empirical FDP versus sample size for the five tests at level $\alpha = 0.05$. The data are generated from Model 2 with $p = 500$ and sample size $n$ ranging from 100 to 200 with a step size of 10. The panels from top to bottom correspond to the four error distributions in Section 4.2.
Figure E.2: Empirical FDP versus sample size for the five tests at level $\alpha = 0.05$. The data are generated from Model 3 with $p = 500$ and sample size $n$ ranging from 100 to 200 with a step size of 10. The panels from top to bottom correspond to the four error distributions in Section 4.2.


